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              Introduction 
 The goal of developing a large-scale quantum information 

processor has attracted much interest and activity over the 

past decade, not just because quantum information processors 

have the potential to efficiently solve problems that are not 

tractable using classical computers,  1   but also because substan-

tial fundamental physics and materials science questions must 

be understood in order to fabricate such a device. 

 To understand how large a quantum computer needs to be in 

order for it to be potentially much more powerful than a classical 

one, it is useful to compare the number of quantities needed to 

describe a physical state classically and quantum-mechanically.  2 

For a system with  M  classical degrees of freedom, the size of the 

quantum mechanical description grows exponentially with  M . 

A quantum computer with  N  qubits has the potential to outper-

form a current classical computer with  M  transistors only when 

N  > log 2M . For  M  = 10 9 , typical of a personal computer, one 

needs  N  > 30. Therefore, the current state of the art of 15 qubits 

achieved in ion traps,  3   though extremely impressive, does not yet 

improve upon classical computers from a purely computational 

point of view. Practically useful quantum computational devices 

will require at least hundreds and probably thousands of qubits.  4 

Therefore, a feasible path to scalability is an important criterion 

for the development of quantum information processing devices. 

 In 1998, Loss and DiVincenzo proposed to use electron spins 

in quantum dots formed in quantum wells as qubits, through 

the use of electrostatic fi elds generated by surface gates.  5 

Constructing qubits using such electrically gated quantum dots 

has attracted substantial interest and effort, both theoretical  6 – 11 

and experimental.  12 – 17   While fabrication of gated quantum dots 

with few-electron occupancy is demanding, this strategy has 

the important advantage that the metal top gates that are used 

to defi ne the quantum dots can also be used to perform the 

necessary manipulations.  18   Control of the interactions between 

dots is possible simply by changing voltages on the electro-

static gates and is greatly facilitated by the relatively large 

spatial extent of electron wave functions in semiconductor 

dots. Because of the similarities with classical electronics, it 

is plausible that both scale-up and integration with classical 

electronics will be feasible. However, fi rst it is necessary to 

construct the basic building blocks of a quantum computer: 

controllable single qubits and high-fi delity two-qubit gates. 

Quantum dot-based single qubits have been demonstrated in 

both III–V and Group IV materials systems,  12 , 15 , 17 , 19 , 20   while 

two-qubit gates have been demonstrated in gallium arsenide 

devices.  16 , 21   However, further improvements to the fi delity of 

both the single and two-qubit gates are required to achieve 

the performance necessary for implementation of a scalable 

quantum processor.  4 

 This article discusses the materials science and engi-

neering underlying the development of quantum dot qubits. 

The main focus is on quantum dots made using top gates on 
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heterostructures of GaAs/AlGaAs or Si/SiGe as well as on 

silicon metal-oxide-semiconductor (MOS) structures. All of 

these materials serve as hosts for quantum dots in which the 

electron wave functions extend over lengths on the order of 

tens of nanometers. Several groups are pursuing device strat-

egies involving electronic wave functions bound to donors, 

which have spatial extents    5 nm.  22 – 24   Such devices can be 

viewed as being implementations of defect-based quantum 

computing (see article by Gordon et al. in this issue), but the 

physical principles and fabrication techniques have many com-

monalities with quantum dot qubits; these relationships in silicon 

devices have been reviewed recently.  25   

 First, we discuss general considerations common to gated 

quantum dots formed in heterostructures, methods of meas-

uring both charge and spin, and the achievement of few- 

(and one-) electron occupation of quantum dots. Second, 

we discuss approaches to implementing quantum gates and 

some of the relative advantages and disadvantages of the two 

most common material hosts for the electron wave function, 

GaAs and Si. The  sidebar  discusses some of the special 

approaches that are required for heterostructure growth in 

the Si/SiGe materials system. Finally, we discuss current 

work that aims to enhance the fi delity of qubit operations and 

measurements.   

 Electrically gated quantum dot qubits: General 
considerations 
 A qubit is a system with two energy levels. The prototypical 

candidate for such a system is the single electron, which has 

two spin states ( S  z  =  ħ /2 and  S  z  = –  ħ /2). In such a spin qubit, 

the electron’s physical location is fi xed inside a single semi-

conductor quantum dot, and qubit manipulation focuses solely 

on rotation of the electron spin. Alternatively, a qubit can be 

the physical position itself of an electron in a double quantum 

dot. In this case, spin is ignored, and the two qubit states con-

sist of the electron occupying the left or the right quantum dot. 

Because spin couples weakly to other objects, the single-spin 

qubit has both relatively slow decoherence and slow manipu-

lation, while the charge qubit is both fast to manipulate and 

fast to decohere. We return later to this set of trade-offs, which 

have led to very interesting proposals and implementations of 

qubits consisting of two and even three electrons. 

   Strained-silicon/relaxed silicon-germanium alloy (strained-

Si/Si  x  Ge 1– x  ) heterostructures are a foundation of Group 

IV-element quantum dot-based quantum electronics and 

quantum computation. In bulk, unstrained Si and Ge, 

the conduction-band minimum is located along high-

symmetry directions away from the zone center, so that 

states for electrons in bulk, unstrained Si and Ge are 

multiply degenerate.  28   For quantum electronics, the ability 

to lift this degeneracy with strain is particularly important. 

Strain breaks the crystallographic symmetry in materials, 

leading to, among other effects, changes in the elec-

tronic band structure that reduce the conduction-band 

degeneracy. The formation of single-electron quantum 

dot devices in Si-based systems requires a very thin layer 

of tensilely strained Si, epitaxially grown, and confi ned 

between Si  x  Ge 1– x   layers. The Si layer is tensilely strained 

because the lattice constant of Si  x  Ge 1– x   is larger than that 

of Si. A two-dimensional electron gas (2DEG) is created 

in the strained-Si layer (see Figure), and this quantum 

confi nement fully removes the conduction band degen-

eracy. A series of lateral gates, when biased properly, can 

be used to confi ne individual electrons in quantum dots. 

 To create a quantum well in the Si layer, so that the 

states of the conduction-band minimum are suffi ciently 

separated to isolate only one sub-band below the Fermi 

level, requires specifi c compositions in the fully relaxed 

Si  x  Ge 1– x   layers (30% Ge is common in present-day devices, 

but lower percentages are possible) and specifi c thicknesses 

of the strained-Si layer ( ∼ 10 nm). The traditional approach 

to achieving relaxed Si  x  Ge 1– x   alloy substrates involves 

growing step-graded, thick buffer layers onto Si (001) 

substrates.  27   The resulting fi lms are relaxed through the for-

mation of misfi t dislocations with very few threading dis-

locations propagating vertically through the near surface, 

active regions of the heterostructure. More recent work has 

shown that completely releasing membranes of Si  x  Ge 1– x   

grown on silicon-on-insulator can lead to very high-quality 

relaxed Si  x  Ge 1– x   fi lms that can then be deposited on a wide 

variety of other materials, leading to opportunities for ultra-

low dislocation densities and heterogeneous integration.    79 , 80       

  

  (a) Schematic diagram of the physical fi lm structure. A relaxed 

SiGe buffer layer strains a thin Si layer that will form a quantum 

well for electrons. (b) Schematic diagram of the band offsets for 

strained-Si/SiGe heterostructures, resulting in a two-dimensional 

electron gas (2DEG) in the strained-Si quantum well. The electron 

density in the quantum well will depend on the position and 

density of a dopant layer or on the voltage applied to a metallic 

gate on the surface, resulting in a density-dependent band 

bending below the quantum well (not shown). CBM, conduction-

band minimum; VBM, valence-band minimum.    

 Fabrication of Si/SiGe heterostructures for defi ning Si quantum dots 
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 Gated quantum dots in semiconductor heterostructures make 

excellent hosts for qubits formed from small numbers of elec-

trons, and many of the materials and design considerations are 

common to both III–V and Group IV materials. Because electro-

static fi elds alone cannot confi ne electrons in three dimensions, 

a change in material composition is universally used to confi ne 

electrons in at least one direction.   Figure 1  a shows the canoni-

cal design: the carriers in GaAs/AlGaAs devices are typically 

introduced by modulation doping in the AlGaAs layer near the 

surface.  26   Al  x  Ga 1– x  As has virtually the same lattice constant for 

all values of  x , so knowledge of  x  as a function of depth fully 

describes the structure. Because electrons have higher affi nity 

in GaAs than in AlGaAs, they have lower energy in the underly-

ing GaAs layer, and they are pinned against the GaAs/AlGaAs 

interface by their attraction to the positively charged ionized 

donors above them, forming a mobile two-dimensional electron 

gas. Metallic top gates are used to deplete electrons and defi ne 

the quantum dot, as indicated schematically in  Figure 1a .     

 Because Ge is a larger atom than Si, Si  x  Ge 1– x   has a natural 

lattice constant that increases by 4.2% from pure Si to pure Ge.  27   

A description of a Si/Si  x  Ge 1– x   heterostructure therefore must 

include both the composition  x  and the lattice constant, typi-

cally described by the composition at which the relaxed lattice 

constant matches that of the heterostructure. As described in 

the sidebar, growing a thin Si layer on a relaxed Si  x  Ge 1– x   lay-

er results in a well that will attract and confi ne electrons.  28   

As shown in  Figure 1b , modulation doping will then produce 

a two-dimensional electron gas. An alternative approach shown 

in  Figure 1c  is to omit the modulation doping layer and instead 

accumulate electrons with an electrostatic gate positioned 

over the top of, and separated by oxide from, the electron 

gas.  29   Eliminating the modulation doping layer in this way 

reduces low-frequency charge noise known as “switching.” 

Heterostructure and device designs are reviewed for GaAs in 

Reference 18 and for Si in Reference 25.   

 Charge measurement and achievement of few-
electron occupation 
 Typically, experiments on quantum dots determine the charge 

occupations of all the dots in the device. Charge-sensing is 

  

 Figure 1.      Semiconductor heterostructures and gate designs for gated quantum dots. (a) A two-dimensional electron gas (2DEG) is 

formed at the interface between an AlGaAs barrier and a GaAs layer. The electric fi eld from ionized dopants pins the 2DEG against 

the upper interface. Reprinted with permission from Reference 18. © 2007 American Physical Society. (b) Formation of a 2DEG in Si/SiGe 

heterostructures requires that the Si layer be tensile-strained, which can be accomplished by growing the heterostructure on top of a 

relaxed SiGe buffer layer. Reprinted with permission from Reference 78. © 2006 American Institute of Physics. (c) By using a positively 

biased accumulation (or fi eld) gate, electrons can be accumulated in a Si quantum well without the incorporation of a modulation-doping 

layer. Reprinted with permission from Reference 15. © 2012 Macmillan Publishers Ltd. (d) Gate design for a pair of coupled double 

quantum dots formed on a GaAs/AlGaAs heterostructure. LL (left qubit, left dot) and LR (left qubit, right dot) form one double-dot qubit, 

and RL (right qubit, left dot) and RR (right qubit, right dot) form a second such qubit. The capacitance between the two double dots enables 

two-qubit manipulation. Reprinted with permission from Reference 16. © 2012 American Association for the Advancement of Science. 

(e) Optical image of a multiplexed set of four double quantum dots. The white rectangle in the lower-left quadrant of the image shows the 

location of one double quantum dot. (f) Colorized version of the image shown in (e): Red indicates accumulation gates that are multiplexed 

by transistor switches shown in yellow; green indicates depletion gates that confi ne the electrons within the double quantum dots; and blue 

indicates high-frequency voltage lines for fast manipulation. (e–f) Reprinted with permission from Reference 43. © 2013 American Institute 

of Physics.    
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usually performed by measuring the current through nearby 

quantum point contacts  30 , 31   or auxiliary quantum dots.  16    Figure 1d  

shows two neighboring double quantum dots; the green arrows 

on the left and the right show the expected current path through 

charge sensing, auxiliary quantum dots. As is typically the case, 

a single charge sensor is suffi cient to measure changes in 

charge occupation on both the left and the right sides of an 

individual double quantum dot. 

 While qubits formed in quantum dots can be more com-

plicated than one-electron—both two- and three-electron qubits 

have been proposed and fabricated—essentially all qubit 

architectures make use of quantum dots with few-electron 

occupation.  32 – 35   Electrically gated quantum dots with single-

electron occupancy were achieved in GaAs heterostructures 

in 2000  36   and in Si/SiGe heterostructures in 2007.  37   The key 

advances involve materials development to reduce inhomo-

geneities at the relevant interfaces and gate design to enable a 

reduction in the number of electrons in the dot without exces-

sive suppression of the tunnel rates into and out of the dot. The 

maintenance of fast tunnel rates is critical for qubit operation 

and readout.  12 , 13 , 15 , 34 , 38   

 An important fi gure of merit for charge-sensing measure-

ments is the time required to resolve a one-electron change in 

the quantum dot occupation. Charge-sensing quantum point 

contacts can be measured using conventional current ampli-

fi ers, in which speed limitations are determined by the RC 

delay arising from the circuit impedance R (typically between 

50 k Ω  and 500 k Ω ) and the capacitance C (which can be quite 

large, because the experiments are performed 

inside low-temperature cryostats with relatively 

long wiring paths). This limitation can be 

circumvented by using LC matching networks 

to enable radiofrequency refl ection measure-

ments of high-impedance charge sensors using 

50-ohm transmission lines, resulting in much 

higher measurement bandwidth. This radio-

frequency technique, fi rst applied to supercon-

ducting circuits,  39   has been adapted to increase 

the measurement bandwidth for charge-sensing 

quantum point contacts coupled to semicon-

ductor quantum dots.  40 , 41   

 An advantage of qubits formed in semicon-

ductors is the ability to use classical semiconduc-

tor devices (usually fi eld-effect transistor-based 

circuits) at low temperatures in parallel (and 

even on the same chip) with quantum devices. 

CMOS comparators have been proposed for 

fast measurement of single-electron transistor-

based charge sensors, with potential measure-

ment times as short as 1 ns.  42   Semiconductor 

gated quantum dots themselves closely resem-

ble fi eld-effect transistors (albeit with many 

more gates per device), suggesting the possibil-

ity of true on-chip integration of classical and 

quantum devices. As shown in  Figure 1e–f , 

unipolar transistors fabricated on-chip in an undoped Si/SiGe 

heterostructure have recently been used to integrate a multi-

plexing circuit for readout of quantum devices.  43   This strategy, 

demonstrated in Si devices, is expected to be effective in any 

semiconductor host.   

 Spin measurement 
 Although spin is diffi cult to measure directly, both single- and 

two-electron spin states can be measured with charge-sensing 

quantum point contacts using a method called spin-to-charge 

conversion.  44   A general approach to single-shot readout—

readout of a quantum state without averaging over many 

measurements—is possible by making use of the energy dif-

ference between two spin states:  45   Quantum dot gate voltages 

are tuned such that the high-energy spin state can tunnel to 

a nearby reservoir (or to another dot), while the low-energy 

spin state is frozen in place (  Figure 2  a–b). Using this method, 

single-shot measurement of electron spins has shown T 1  spin 

relaxation times longer than 1 second in both GaAs/AlGaAs  46   

and Si/SiGe quantum dots.  14       

 Spin-to-charge conversion also can be used to determine 

whether two electrons are in a singlet or triplet state.  12 , 47   The 

infl uence of these two spin states on electron motion in quan-

tum dots was fi rst demonstrated in Pauli spin blockade meas-

urements of transport through the dots themselves, rather 

than in charge sensing.  48   Starting with one electron in each 

dot—the (1,1) state—spin conservation plus the Pauli exclusion 

principle forbid simple tunneling of one electron to transition 

  

 Figure 2.      (a) Independent single-spin measurement process on both sides of a double 

quantum dot in GaAs. (1) A process in which a spin-down in the right dot tunnels out to 

the right lead, and a spin-up tunnels back into the dot. (2) The analogous process involving 

the left dot and the left lead. (b) Four example measurements showing the discrimination 

of up-up, up-down, down-up, and down-down states of single spins in two quantum 

dots. (a–b) Reprinted with permission from Reference 21. © 2011 American Association 

for the Advancement of Science. (c) Composite schematic diagram showing the position 

of a micromagnet (yellow) over the top of a GaAs quantum dot. (d) The fringing fi eld of 

the micromagnet produces a magnetic fi eld difference between the two quantum dots. 

(c–d) Reprinted with permission from Reference 20. © 2008 Macmillan Publishers Ltd.    
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from a triplet (1,1) state to the low-energy singlet (0,2) state. 

Transitions are allowed to the triplet (0,2) state, but accessing 

this state requires placing one of the electrons into an excited 

orbital so that the energy gap between the singlet and triplet 

(0,2) states can be very large, enabling robust discrimination 

between singlet and triplet states. 

 It was not initially clear that readout of singlet-triplet states 

would be possible in Si/SiGe quantum dots using this method, 

because tensile-strained silicon has a twofold degeneracy in 

the conduction band.  28   If not lifted, this degeneracy would 

destroy the Pauli spin blockade. Measurements of the quan-

tum Hall effect in extended two-dimensional electron systems 

had shown very small splittings (less than 100  μ eV) of the 

valley states at low magnetic fi elds.  49   It was shown that these 

small splittings were not intrinsic to the quantum well, but 

rather they arose from steps between atomic terraces at the 

interface.  50   Measurements on laterally confi ned devices, in 

which the electrons experience many fewer terraces, showed 

larger splittings, consistent with expectations from theory,  51 , 52   

and enabling the observation of Pauli spin blockade.  53 – 57   Spin 

blockade now has been used to perform single-shot readout 

and T 1  measurements of singlet-triplet qubits in Si/SiGe.  58 , 59     

 Gating strategies for quantum dot qubits 
 Making quantum information processing devices is chal-

lenging because of the confl ict between the need to control 

accurately the dynamics of the system to perform a sequence 

of desired operations, on the one hand, and on the other the 

need to maintain quantum coherence, which requires that the 

quantum processor not be subject to unwanted external noise 

and essentially be decoupled from its environment. 

 The simplest qubit conceptually is the charge qubit, where 

the two states of the quantum system are formed from two pos-

sible locations for one electron in a double quantum dot. Spin 

plays no role in this qubit. The two states are the lowest energy 

levels on each side of the double quantum dot, with oscillations 

between the states caused by introducing a tunnel coupling 

between the two states. Quantum oscillations of the electron 

position in charge qubits in superconductors were demonstrated 

quite early,  60   with charge qubits in single-electron quantum 

dots demonstrated in 2004.  61   The useful frequency of quantum 

oscillations of charge qubits is currently limited by the rise 

time of commercially available pulse generators to    5 GHz, 

while the decoherence rates away from “sweet spots” (where 

the difference in energies of the two states is independent of 

external voltages to the fi rst order)  62   are typically    5 GHz in 

both GaAs  63   and Si.  17   Therefore, the quantum coherence of 

charge qubits is not good enough for them to be plausible can-

didates for scalable quantum computation. 

 Loss and DiVincenzo  5   pointed out that spins in semicon-

ductors couple much more weakly to their environment than 

charges do and proposed to implement qubits using spins of 

electrons in quantum dots. Starting from that seminal sugges-

tion, several implementations of electrically gated quantum 

dot spin qubits have been achieved experimentally. Coherence 

times of spin qubits that are orders of magnitude longer than 

those of charge qubits have been achieved,  15 , 16 , 64   and two-qubit 

gates have been realized in GaAs quantum dots for single-

electron qubits  21   and for singlet-triplet qubits,  16   which consist 

of the  S  z  = 0 subspace of the states of two electrons in a double 

quantum dot.  33   However, so far, a full set of high-fi delity gates 

has not been achieved; situations for which the spin coherence 

time is long have tended to have slow gate times, so more 

work is needed to improve the fi gure of merit.   

 The impact of materials for top-gated quantum 
dot qubits 
 As mentioned previously, qubits have been developed in 

quantum dots fabricated in both III–V and Group IV hetero-

structures. Quantum dots formed in GaAs/AlGaAs quantum 

wells are the most advanced, partly because of the early develop-

ment of quantum dots in this material (fi rst single-electron dots 

were fabricated in 2000,  36   compared to 2007 in silicon  37  ), and 

partly because of two advantages compared to silicon: a smaller 

electronic effective mass (which means that the length scale 

of the devices can be larger, easing lithography requirements) 

and essentially perfect lattice matching between GaAs and 

AlGaAs (which eliminates the need to perfect strain grading to 

minimize misfi t dislocations). The main complication of GaAs 

is the presence of nuclear spins, which cannot be eliminated, 

because neither Ga nor As has a spin-zero isotope. The strong 

coupling between electronic spins and nuclear spins is quasi-

static, so that echo  65   and feedback  66   techniques can be used to 

mitigate these decoherence effects, but they nonetheless make 

achievement of high-fi delity qubit operations challenging. 

 A major advantage of silicon and germanium for use in 

qubits is that they each have an abundant spin zero nuclear 

isotope, so that isotopic purifi cation would enable the elimi-

nation of nuclear spins as a decoherence mechanism. Even in 

natural-abundance Si, which contains some non-zero nuclear 

spin isotopes, electron coupling to nuclear spins is orders 

of magnitude weaker than in GaAs. Si also has much weaker 

spin-orbit coupling. Together, these two differences lead to 

longer spin relaxation and coherence times  14 , 15 , 67   (for related 

work in donors in Si, see References 23, 24, and 68). 

   Figure 3   shows measurements of triplet-to-singlet relax-

ation times in both GaAs and Si quantum dots. While both 

times are quite long, this relaxation time is much longer in Si 

(longer than one second in some regimes).   Figure 4   shows 

quantum oscillations of singlet-triplet qubits in GaAs  12   and 

in Si.  15   In this type of measurement, which is performed using 

fast voltage pulses to the electrostatic gates and readout 

with spin-to-charge conversion, the oscillations correspond 

to exchanging the spins in the two dots, so that a state with the 

left spin up and the right spin down becomes left down and 

right up. As is clear from the scale of the abscissa, the spin 

coherence time that governs the decay of these oscillations is 

much longer in Si than in GaAs because of the lower coupling 

in Si to nuclear spins; however, the period of the quantum oscil-

lations is also much longer, because the rotation frequency is 
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limited by the size of the magnetic fi eld difference between 

the two dots, which in these experiments is from the nuclear 

spins themselves.         

 Although most work on gated semiconductor quantum 

dots has been performed with electrons as the charge car-

riers, holes can also be confi ned in Si and Ge heterostructures, 

offering an alternative approach. Hole-based quantum dots 

have been fabricated in Ge/Si core–shell nanowires,  69   and T 1  

relaxation times as long as 0.6 ms have been measured.  70   The 

g-factor in such devices is expected to be anisotropic, lead-

ing to opportunities for optimization based on device and 

magnetic fi eld orientation.  71   Acceptor-based hole-qubits have 

been shown theoretically to have strong coherent coupling to 

phonons, offering a potential route for coupling qubits over 

distances longer than the size of the hole wave 

function.  72     

 Current work to enhance the fi delity 
of quantum dot qubits 
 Several strategies are currently being explored 

to increase quantum dot qubit fi delities—the 

degree to which the physical manipulations 

achieved correspond to the desired outcomes 

or quantum gates. One challenge to single-

spin qubits is the relatively slow speed with 

which a spin can be fl ipped using reasonable 

AC magnetic fi elds. An alternative approach 

is to use electric fi elds to oscillate the electron 

position rapidly in the presence of either strong 

spin-orbit coupling or a gradient in the imposed 

DC magnetic fi eld. GaAs has reasonably strong 

spin-orbit coupling, and in this material, AC 

electric fi elds applied to quantum dots have 

been shown to rotate single spins.  19   A second 

approach is to construct qubits in materials with strong spin-

orbit coupling, such as InSb nanowires.  73   Qubit operations 

performed using this method are fast, but decoherence times 

are short, because spin-orbit coupling also increases the sus-

ceptibility to charge fl uctuations and electrical noise. 

 Large gradients in the magnetic fi eld are found near 

micrometer-sized ferromagnetic materials. Such micromagnets 

have been fabricated in close proximity to gates defi ning GaAs 

quantum dots ( Figure 2c–d ), enabling the observation of elec-

trically driven spin resonance.  20 , 74   A magnetic-fi eld difference 

between two quantum dots is also an essential component of 

singlet-triplet qubits, and one approach being pursued (but not 

yet realized) is to incorporate a micromagnet into a singlet-

triplet qubit in Si, so that the magnetic-fi eld difference required 

for qubit manipulation is larger than the fl uctu-

ating nuclear fi elds that cause decoherence. 

 A different approach is to use logical spin 

qubits that can be fully manipulated electri-

cally without the need for spin-orbit coupling, 

magnetic fi eld gradients, or position-dependent 

g-factors. The fi rst qubit of this type was pro-

posed in Reference 32 and consists of a pair 

of three-electron states that have the same 

total spin  S  and z-component of spin  S  z . The 

key advantage of this logical qubit is that 

all-electrical manipulation is intrinsically much 

faster than manipulation that relies (directly 

or indirectly) on magnetic fi elds.  38 , 75 – 77   Recently, 

a “hybrid” quantum dot qubit that is particu-

larly well suited for implementation in Si 

double quantum dots has been proposed.  34 , 35   

This qubit is also a three-electron qubit but is 

signifi cantly simpler to implement experimen-

tally because it is implemented in a double dot 

instead of a triplet dot. 

  

 Figure 3.      Triplet-singlet relaxation times measured using spin-to-charge conversion in (a) 

GaAs quantum dots  47   using time-averaged charge sensing (reprinted with permission from 

Reference 47, © 2005 Macmillan Publishers Ltd.) and in (b) Si quantum dots  58   using single-

shot readout (reprinted with permission from Reference 58, © 2012 American Physical 

Society). Relaxation times are longer in Si qubits because of weaker spin-orbit coupling 

and weaker coupling between electron spins and nuclear spins.    

  

 Figure 4.      Measurements of quantum oscillations of singlet-triplet qubits, fabricated using 

double quantum dots in (a) GaAs/AlGaAs  12   (reprinted with permission from Reference 12, 

© 2005 American Association for the Advancement of Science) and (b) Si/SiGe (reprinted 

with permission from Reference 15, © 2012 Macmillan Publishers Ltd). The oscillations are 

between the (↑↓) and (↓↑) states, with rotations induced by the exchange interaction. The 

decoherence time in the Si qubit (the characteristic time over which the oscillations become 

less well defi ned) is hundreds of nanoseconds, compared to tens of nanoseconds in GaAs. 

However, the oscillation period in Si is also much longer, because the reduction in nuclear 

fi elds that leads to the longer spin coherence time also limits the speed of manipulation.    
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 Logical spin qubits formed from more than one electron 

often make use of the exchange interaction, providing an 

attractive combination of fast manipulation speeds and long 

coherence times between manipulations. However, the coher-

ence time decreases greatly during the manipulation itself, an 

issue that must be understood and addressed. This enhanced 

decoherence can be ameliorated by a combination of mate-

rials advances (to reduce charge noise) and by qubit design 

(to reduce the decoherence arising from a given level of 

charge noise). Work to address this critical issue is of intense 

current interest.  38     

 Summary and outlook 
 Recent progress in quantum dot-based qubits has been rapid. 

Hosting qubits in semiconductor materials offers great poten-

tial for scalability and synergy with fully integrated classical 

integrated circuits. One of the exciting features of recent work 

has been the expansion of the number and variety of quantum 

dot-based qubits under study, ranging from true spin-1/2 qubits 

to two- and three-electron logical spin qubits that offer addi-

tional fl exibility for design and optimization. Improvements 

in materials, such as high-quality oxides that can be grown or 

deposited at low temperatures, would enable faster progress 

for all of these qubits. Reduction in charge noise, though less 

critical for spin qubits than for charge qubits, will nonethe-

less be important for the performance of high-speed spin qubit 

manipulation, which often relies on the electron exchange 

interaction. These and future advances will offer the pros-

pect of achieving the ultimate goal of the development of a 

scalable quantum computing architecture.         
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